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1. INTRODUCTION
The Markov-modulated �uid models (MMFM) are widely
used in networks modeling. They assimilate the network
tra�c to a �uid generated by sources at a rate controlled by
a background Markov process. Bursts of data are considered
as continuous �uid �ows and variations of cell inter-arrival
times are assumed too small compared with the burst times
for tra�c evolving periodically in di�erent timescales.

The bu�er content distribution in �uid models is governed
by a linear di�erential system that can be solved using vari-
ous techniques such as spectral analysis, Laplace transforms,
orthogonal polynomials or recurrence relations. The pur-
pose of this work is to compare between the resolution tech-
niques in term of computational complexity and accuracy.
In literature, many articles were interested in the resolu-
tion techniques of the MMFM but too few of them focused
on computing and complexity aspects, which are the main
concerns of this work.

2. THE MATHEMATICAL MODEL
A �uid bu�er is controlled by a background homogeneous
Markov chain (Xt)t≥0 described by a state space S with N
states and an irreducible arbitrary in�nitesimal generator
A = (aij)i,j∈S . Let Qt be the amount of �uid in the bu�er
at the instant t and let di be the e�ective input rate of the
bu�er for the state i. When the system is stable, let us
denote by Fi(x) = P (Q∞ ≤ x, X∞ = i). The distribution
Fi(x) is governed by the following di�erential system:

F(x)A =
dF(x)

dx
D (1)

where D = diag(di, i ∈ S) and F is the vector of Fi i ∈ S.

3. TIME AND SPACE COMPLEXITY
We compare between three di�erent methods: AMS (spec-
tral method) [1], Scheinhardt (polynomial) [3] and Nabli
(analytic) [2] on the basis of the implementation of the al-
gorithms they use to obtain F(x).

For the spectral and polynomial methods, the time complex-
ity of the methods is about O(N3) with a shorter execution
time for AMS method thanks to the explicit computation
of eigenvalues. The complexity of Nabli's method depends
both on N and N∞, which is the necessary number of itera-
tions to reach the limit of the recursive sequence depending
on the target accuracy ε. The total number of operations
is then O(K.N∞(N∞ + 1)/2). The number of iterations
N∞ grows when ε is small and when the system has a high
tra�c intensity. It depends also on d = min{di, i ∈ S+}.
We studied the e�ect of the greatest and the smallest nega-
tive eigenvalues the execution time but experimental results
proved that these parameters have no in�uence.

For AMS method, the global space complexity is about N2

whereas for Scheinhardt, it is about 4N2. As for Nabli
method, the total size of the necessary structures is about
N(2N∞ − 1) which is usually greater than N2.

4. STABILITY AND ACCURACY
The AMSmethod presents some unstability issues due to the
expressions of combinations and small values in the denom-
inators leading to over�ows and errors. The unstable part
of the Scheinhardt algorithm is the computation of eigenval-
ues. The analytic methods do not have particularly unstable
parts because they compute sums and products of positive
numbers smaller than 1. The analytic methods are stable
and adapted for systems with a big number of sources.

We compared the precision of the methods and obtained
overlapping curves for small N less accurate results for big
values of bu�er size and number of sources. We veri�ed also
that the stopping condition for the algorithm is su�cient to
ensure that the limit of the considered sequence is reached
towithin ε. We show that Kosten's approximation is valid
for big values of x. It reduces computational complexity
with an acceptable accuracy.
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